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Abstract: Cognitive radio networks require high capacity and accuracy to detect the presence of 15 

licensed users (or primary users, PUs) in the sensed spectrum. Also, they must correctly locate the 16 

spectral opportunities (or holes), so that they are taken advantage by non-licensed users (or sec- 17 

ondary users, SUs). In this research work, a centralized network of cognitive radios is proposed for 18 

monitoring a multiband spectrum in real-time and implemented in a real wireless communication 19 

environment through generic communication devices (SDRs, software-defined radios). Each SU 20 

uses locally a monitoring technique based on sample entropy to determine spectrum occupancy. 21 

Determined features (power, bandwidth, central frequency) of possible detected PUs, are uploaded 22 

to a database. The uploaded data are then processed by a central entity. The objective of this work 23 

is to determine the number of PUs, their carrier frequency, bandwidth, and the spectral gaps in the 24 

sensed spectrum in a specific area through the construction of radio-electric environment maps. 25 

For this, a comparison of results, considering classical digital signal processing methods and neural 26 

networks performed by the central entity, is carried out. Results show that both proposed cognitive 27 

networks (that one working with a central entity using typical signal processing and that one per- 28 

forming with neural networks) accurately locate PUs, give opportunely information to SUs to 29 

transmit, avoiding the hidden terminal problem. However, the best performing cognitive radio 30 

network is that working with neural networks for the accuracy of detecting PUs, on both carrier 31 

frequency and bandwidth. 32 

Keywords: multiband spectrum sensing; cognitive radios; radio environment maps; neural net- 33 

works; cooperative sensor networks, real-time implementation 34 

 35 

1. Introduction 36 

Cognitive radio (CR) is a concept involving a communication device that is capable 37 

to know the spectral behavior in its environment adapting to this. Taking advantage of 38 

spectral gaps (or holes) that are not being utilized by the licensed users, also known as 39 

primary users (PUs), the CR technology allows to non-licensed users, called as secondary 40 

users (SUs), detect these available parts of the spectrum [1]. Specifically, the operation of 41 

a CR involves four stages or functions: spectrum sensing, spectrum sharing, spectrum 42 

decision, and spectrum mobility. Spectrum sensing (SS) is a fundamental task, where the 43 

presence of one or more PUs is detected, i.e., this stage dictates whether the sensed 44 

spectrum is occupied or empty [2]. Usually, this task is done in single bands, however, 45 

currently, there exists a paradigm in which multiple bands, not necessarily contiguous, 46 

are included, called multiband spectrum sensing (MBSS) [3]. 47 
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In the context, many MBSS techniques issued from digital signal processing and/or 48 

machine learning (ML), such as wavelets, compressed sensing, energy detectors, blind or 49 

semi-blind methods, have been proposed; essentially in simulated scenarios [4]–[10]. 50 

Some other works have been implemented in a real wireless communications environ- 51 

ment [11]–[16], where software defined radio (SDR) and universal software radio pe- 52 

ripheral (USRP) technologies have been employed. Recently, SDR devices such as the 53 

HackRF One, the LimeSDR Mini and the RTL-SDR have become extremely popular be- 54 

cause of their affordable cost and good performances [17], [18]. These items, which are 55 

generic communication devices, offer to radio equipment the flexibility of a program- 56 

mable system. In other words, the behavior of a communication system can be modified 57 

simply by changing its software, permitting to anyone, including hobbyists on a budget, 58 

have access to real radio spectrum. 59 
 60 
In addition to knowing the PUs behavior in the frequency domain, and to avoid the 61 

hidden terminal issue (but not the only reason), a knowledge of the behavior of this radio 62 

spectrum in their specific influence geographical area, is necessary. For this reason, the 63 

idea to include a geographic tool constructed with the radio electric information pro- 64 

vided by the SUs issued from a real environment, is pertinent. Under this perspective, in 65 

recent years, the ability to build a radio environment map (REM) has become very im- 66 

portant. A REM is “a tool that combines information collected from the radio environment, such 67 

as received signal intensity, interference measurements, propagation conditions, etc., for specific 68 

locations and frequencies, with the aim of building a map that provides an overview of coverage of 69 

the network” [19]. In this way, REMs permitting to characterize position, directivity, 70 

power, and modulation type of the PUs, have become a challenging task in CR networks 71 

(CRN) design [20]. Indeed, in [21] REMs are used to locate relevant PUs in a geographic 72 

region of interest, characterizing their positions, directivities, powers, and modulation 73 

types. Likewise in [22], REMs have been considered to sense the spectrum based on an 74 

adaptive compressed spectrum sensing algorithm, contributing with spatial information 75 

to the network, which has the quality of adapting to the radio environment. REMs are a 76 

very flexible tool as is in [23], where they are used in combination with ML, in order to 77 

determine the effective coverage area that is perceived by a cognitive sensor network, 78 

being it correctly estimated around 92 %.  79 
 80 
Another important tool, currently back thanks to computing power and the amount 81 

of available data, are neural networks (NN), widely used from pattern recognition and 82 

image classification to financial market behavior prediction and autonomous vehicle 83 

driving [24]. In the context of spectrum sensing, for example in [25], a NN is implemented 84 

to obtain the local information of the spectrum detection for a single node (spatial fea- 85 

tures and temporal features). The information (extracted features) of multiple nodes 86 

feeds another NN permitting a result of cooperation in the CRN. Based on these both 87 

paradigms, REMs and NNs, in this work is proposed a new methodology in the context 88 

of a CRN, considering the implementation of a MBSS method involving a network inte- 89 

grated by low-cost SDR devices, in a controlled realistic wireless communications envi- 90 

ronment. 91 
 92 
In this work a CRN is presented for the monitoring of a multiband spectrum, in 93 

which it is proposed to locate the PUs with their characteristics (bandwidth, carrier fre- 94 

quency and power) in a specific area. In addition, it locates the spectral opportunities 95 

where the SUs can be located. This idea is capable of being implemented in real time, 96 

unlike some works mentioned above. 97 
 98 
This work is organized as follows. First, in Section 2 the theoretical basis about 99 

REMs and NNs are briefly developed. Section 3 presents the previous work implemented 100 

before by the authors for the MBSS, and used as a base for this new proposal. Section 4 101 

explains in detail the new proposed methodology. In Section 5, the implemented real 102 

scenario is detailed. Finally, Section 6 shows the results, conclusions, and a discussion. 103 
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2. Theoretical basis of REMs and NNs  104 

In this section, REMs and the NNs are briefly and concisely explained. Both tech- 105 

niques are introduced in the methodology explained in Section 4. 106 

 107 

2.1. Construction of radio enviroment maps 108 

REMs is a technique used in telecommunications research to represent the power 109 

distribution at a given specific area, emitted by different radio sources (one or more). A 110 

REM is constructed by collecting power measurements at different points in this specific 111 

area and interpolating them, to produce a graphical representation (map) of the power 112 

distribution (or covering) of the emitted signals, as it is shown in Figure 1. These maps 113 

are generally used to evaluate and predict the behavior of radio signals in a given envi- 114 

ronment, which is important for capacity planning, communication system design, and 115 

troubleshooting related to interference. In addition, REMs are also used in CR applica- 116 

tions, where devices can use the information provided by the REM to select the most 117 

suitable frequency to transmit data and avoid interference with other devices in the same 118 

location [26].  119 

 120 
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 121 

Figure 1. Example of a REM. Black dots indicate locations where the power measure- 122 

ments are taken based on 8 sensors. In this case, only a transmission source with -60 dBm 123 

is considered.  124 

 125 

Collection and interpolation of power measurements are the two processes playing 126 

an essential role in the construction of a correct map. In this case, interpolation methods 127 

[27] are critical to correctly estimate an unknown value between two or more known 128 

points (measurement points). In other words, a REM is simply a smoothed estimate of the 129 

power distribution based on few known values of measured power. Two interpolation 130 

methods are widely used to build REMs, the Inverse Distance Weighting (IDW) and the 131 

Kriging. Both methods are explained below. 132 

 133 

 134 

2.1.1. IDW method 135 

The inverse distance weighting interpolation method [28], [29] is a simple and 136 

easy-to-implement technique, widely used in applications such as precipitation estima- 137 

tion, topographic data interpolation, and air pollution estimation. In fact, IDW is a clas- 138 

sical method of interpolation in spatial analysis and one of the most commonly used in 139 

geostatistical and mathematical interpolation [30].  140 
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IDW estimates the value of a variable at a specific point based on known values at 141 

nearby points. This method is based on the idea that nearby points have a greater impact 142 

on the estimate than more distant points. For this, IDW uses a formula that assigns a 143 

weight to each known point based on the distance between these ones and the unknown 144 

point. The weights are determined by considering the inverse of the distance, in this way 145 

the closest points have higher weights and, the farther ones have lower weights. In the 146 

next IDW method is explained.  147 

Consider data transposed vector ( ) ( )( )1 ,...,
T

nz s z s=z , being observations from a 148 

random process. In our case, z  contains the average power at each point of the consid- 149 

ered sampled region (see Figure 1): 150 

( )   2: ; ,z s s D D  (1) 151 

at known geographic locations 1 ,..., ns s . The final estimate is obtained by means of the 152 

weighted sum of the known values in the nearby points, given by [29]: 153 

( )
( )( )

( )

 
 
 
 

=





,
( ) ,

1

,

i
i ip

i

p

i

s
w s

d s s
Z s

d s s

 (2) 154 

where ( )Z x  is the estimated value of the variable at the unknown point s , i
z  is the 155 

known value of the variable at the i-th point ,is  ( ),id s s  is the Euclidean distance be- 156 

tween the unknown point s  and the point ,is  p  is a smoothing parameter control- 157 

ling the influence of the known points over the estimated values and, ( )i iw s  is the 158 

weight assigned to each known point is , in order to take into account the uncertainty in 159 

the known data. In practice, a value of 2p =  or 3p =  is usually used. The estimated 160 

values of ( )Z s  will result in a mesh of unknown points. However, this method has some 161 

limitations, such as a tendency to smooth out data variability and produce an inaccurate 162 

estimate in areas where there are few known points. In this specific work, ( )Z s  repre- 163 

sents the power spectral density (PSD) in the different points around the sensed area. 164 

 165 

2.1.2. Kriging method 166 

The Kriging method [31] is a interpolation technique deriving from regionalized 167 

variable theory. It depends on expressing spatial variation of the property in terms of the 168 

variogram, and it minimizes the prediction errors which are themselves estimated [32]. 169 

The goal of Kriging is to find the estimate that is the most accurate and has the least un- 170 

certainty. To do this, the Kriging method considers not only the value of the variable at 171 

the known points, but also the distribution of the variable in space and its correlation 172 

with the known points. Kriging method can be established as follows below [31]. 173 

For this, the points and the region mentioned in ( )1 , assume   is known and that 174 

( ) ( ) = + ; ,z s s s D  (3) 175 

are considered with known covariance function: 176 

( ) ( ) ( )( ) , cov , ; , ,C s u z s z u s u D  (4) 177 
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where ( )   is a zero-mean stochastic process. Thus, the best linear unbiased predictor 178 

of ( )0z s  is obtained by minimizing [33]: 179 

( ) ( )
=

 
− 

 
 



2

0
1

,
n

h h
h

E z s z s  (5) 180 

with 1 ,..., n  , subject to  181 


=

=
1

1.
n

h
h

 (6) 182 

By using the method of Lagrange multipliers, the optimal values are computed. For 183 

this, the mean-squared prediction error (Eq. (5)) is obtained by: 184 

( ) ( )( )

( ) ( ) ( )
−

− − −

− =

  = − + −

2

0 0

2 1
1 1 1

0 0

ˆ

, 1 1 1 1 ,

E z s z s

C s s c C c c C C
 (7) 185 

where 186 

( ) ( )( ) 0 1 0, ,..., , ,nc C s s C s s  (8) 187 

( )( ) , ,h jC C s s  (9) 188 

besides, 189 

( ) ( )( ) ( ) 
−

− − − −   =  + −   
1

1 1 1 1
0

ˆ 1 1 1 1 1 ,z s Z Z  (10) 190 

( ) ( )( )

( ) ( )  
−

− − −

− =

  =  − −  

2

0 0

2 1
1 1 1

ˆ

1 1 1 1 ,

E z s z s
 (11) 191 

where ( ) ( )( )0 1 0, ,..., , ns s s s   
 ,   is an n n  matrix whose ( ),

th
i j  element is 192 

( ),i js s  and 193 

( ) ( ) ( ) ( )  + −2 , , , 2 , ,i j i i j j i js s C s s C s s C s s  (12) 194 

is called the variogram [ ( ),i js s  is named the semivariogram [33]. The variogram, a very 195 

useful tool in the modeling of spatial variables, provides a description of how the data are 196 

related (correlated) with distance. In this way, Kriging method allows to accomplish the 197 

spatial interpolation, using the sampled data and the variogram information to estimate 198 

the variance of the values of the variable at the unsampled points [34], [35]. In summary, 199 

Kriging is a more precise method than other interpolation methods such as IDW or cubic 200 

interpolation [30], suitable for applications in which the data have a certain spatial de- 201 

pendence. 202 

 203 
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2.2. Neural Networks 204 

Neural networks are a type of artificial intelligence model that is inspired by the 205 

structure and functioning of the human brain. These networks are made up of many 206 

nodes, also known as "neurons", which are connected to each other through "synapses". 207 

Each neuron receives inputs from other neurons, processes these inputs through an ac- 208 

tivation function, and sends its output to other neurons, as it is shown in Figure 2. The 209 

combination of inputs and connections between neurons allows a neural network to learn 210 

complex tasks from the selected training data. In general, neural networks are a very 211 

powerful tool for machine learning because they can model complex relationships be- 212 

tween inputs and outputs making accurate inferences from real data. However, for these 213 

tasks require a large amount of training data, being computationally intensive (and 214 

sometimes impossible) to train and use in real-time implementations [36]. 215 
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 216 

Figure 2. Neural network concept: the multilayer perceptron. 217 

 218 

In this work, the multilayer perceptron (MLP), as it is shwon in Figure 2, is used. 219 

This type of artificial neural network consists of an input layer, one or more hidden 220 

layers, and one output layer. In the MLP, neurons in each layer are connected to neurons 221 

in the next layer and they use an activation function to determine the neuron's output. 222 

Information flows only in one direction, from the input layer to the output layer, passing 223 

through the hidden layers, which are the intermediate layers between the input and the 224 

output [37]. The general formula for calculating the output of a multilayer perceptron is 225 

given by [38]: 226 

( )( )= + , ,i j iO f W I b  (13) 227 

where O  is the output of the multilayer perceptron, f  is the activation function, which 228 

can be a step function, sigmoid, ReLU (rectified linear unit), etc., ,i jW  are the synaptic 229 

weights connecting input iI  to the current neuron, iI  is the input of the multilayer 230 

perceptron and b  is the bias, where 1,...,i n=  and 1,...,j k= , with n being the number 231 

of input features to the NN (corresponding to the number of neurons in the input layer), k 232 

the number of neurons in a given hidden layer, and m the number of provided outputs 233 

(i.e., number of neurons in the output layer of the NN).  234 
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The formula is applied to every neuron in every layer of the network, including the 235 

input layer, the hidden layers, and the output layer. Each neuron in a hidden layer takes 236 

as its input the output of all the neurons in the previous layer (i.e., assuming a fully 237 

connected network), and the output of one neuron in the output layer is the final output 238 

of the network. During the training phase, the weights and bias are adjusted to minimize 239 

the error between the network output and the desired output. This is done by a learning 240 

algorithm, such as the backpropagation algorithm [39], which updates the weights and 241 

bias in the direction of the downward gradient [40]. 242 

 243 

3. Preliminary work 244 

This section includes a brief description of the preliminary work, developed, and 245 

published by the authors, constituting the basis of this new proposal. In this previous 246 

work, a novel MBSS technique based on the Sample Entropy (SampEn) was developed by 247 

the authors, and published in [41]. However, the MBSS technique presented in [41] is the 248 

result of some other previous works, also developed by the authors, where the MBSS 249 

technique was refined and complemented with modules, implemented in real-time, for 250 

diminishing noise introduced by SDR devices, among others. Hence, several comparative 251 

studies have been carried out in order to measure the performance of the proposed MBSS 252 

technique considering other classical methods like energy detectors, which the efficiency 253 

to locate the PUs by this MBSS technique stands out in SNR values close to 0 dB [11]. In 254 

order to highlight the contribution of this work, Table 1 is added indicating principal 255 

contributions of previous works. 256 

  257 

Table 1. Main contributions of previous works. 258 

Previous work Contributions  

A Novel Multiband Spectrum 

Sensing Method Based on 

Wavelets and the Higuchi 

Fractal Dimension [9]. 

-Two MBSS techniques: wavelets and multiresolution 

analysis (MRA). Decision rule based on the Higuchi 

fractal dimension (HFD). 

-95% effective in detecting PUs for SNR value higher 

than 0 dB. 

-Controlled simulated environment. 

-Blind technique. 

Machine Learning Techniques 

Applied to Multiband Spec-

trum Sensing in Cognitive Ra-

dios [42]. 

-3 machine learning methods are applied to the MBSS 

-98% effective in detecting PUs in the spectrum for 

SNR values greater than 0 dB. 

-Controlled simulated environment. 

-Blind technique. 

Real-Time Implementation of 

Multiband Spectrum Sensing 

Using SDR Technology [11]. 

-MBSS technique based on MRA, ML and HFD im-

plemented in a real environment of wireless commu-

nications. 

-Real time operation (update every 100 ms). 

-Implemented with SDR devices. 

-A module is proposed for the elimination through the 

detail coefficients obtained with the MRA. 

-95% efficiency for SNR values greater than 0 dB. 

-Blind technique. 
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Previous work Contributions  

Multiband Spectrum Sensing 

Based on the Sample Entropy 

[41]. 

-MBSS technique based on SampEn. 

-Technique implemented in a real environment of 

wireless communications. 

-Technique with real-time operation (updated every 

100 ms). 

-Probability of 0.99 to correctly detect the PU for SNR 

values greater than 0 dB. 

-Cooperation of the different SUs to sense a wide 

range of frequency. 

-Blind technique. 

 259 

The last MBSS technique from Table 1 was implemented in a real environment using 260 

low-cost SDR devices, where each connected SDR device was considered as a SU, inde- 261 

pendent from each other processing its information locally in a determined single band, 262 

achieving in this way a wideband spectrum sensing as an ensemble. This MBSS tech- 263 

nique used in this proposal, however it combines now different SDR devices (namely the 264 

RTL-SDR [43], the HackRF One [44] and the LimeSDR mini [45]) to conform each con- 265 

sidered SU, forming in this way a CR infrastructure, permitting to have a MBSS in a spe- 266 

cific location. Figure 3 shows how this MBSS method works, and its blocks are next de- 267 

scribed. 268 

 269 

• Sliding window of 100 ms. Received complex signal from each SDR in the time 270 

domain. In this block, the complex signal , ,( ) ( )Ii l Qi lx n jx n+  is received and updated 271 

every 100 ms, from the radio environment of the i-th SU integrated by z different 272 

SDR devices. 273 

• Power Spectrum Density (PSD) estimation. In this module, the Welch method [46] 274 

is applied to each signal , ,( ) ( )Ii l Qi lx n jx n+ in order to obtain, on a linear scale, the 275 

wideband PSD , ( )i lR k  from the SUs ensemble. 276 

• Impulsive noise reduction. In this block, impulsive noise, high frequency noise and 277 

abrupt changes (many of them generated by the SDR devices themselves) in the 278 

signal , ( )i lR k  are eliminated or diminished, through discrete wavelets via the mul- 279 

tiresolution analysis [47], resulting in the signal , ( )i lR k . 280 

• Estimation of frequency bands and detection of primary users. In this module, the 281 

MBSS technique, based on the SampEn, the K-means algorithm [48] (permitting to 282 

optimize certain detection parameters), and discrete wavelets is applied to each SU’s 283 

analyzed wideband spectrum in order to obtain the spectrum occupation which is 284 

given by ( ) , .
t

T i lOccupation R k  This result contains 3 vectors 285 

,1 ,2 , 1, ,...,
t

i i i N T
b b b −
 
  which contains binary values indicating occupied (“1”) or empty 286 

(“0”) band, the second vector is ,1 ,2 ,, ,...,
t

i i i N T
L L L 
   that contains the corresponding 287 

computed boundaries for each detected band and ,1 ,2 , 1, ,...,
t

i i i N T
P P P −
 
   that con- 288 

tains the power for each detected band.  289 
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 290 

Figure 3. General scheme of implemented MBSS technique [41]. 291 

 292 

One of the main motivations of this technique is to propose a MBSS method being: 293 

(i) adequate to correctly detect a primary user and its operating parameters such as car- 294 

rier frequency, bandwidth, and power, and (ii) having a computational complexity per- 295 

mitting a real-time implementation. Both conditions are fulfilled. Based on this fact and 296 

extending the idea to create now a CRN, as compact as possible, being able to share their 297 

spectral information to a central entity, in order to estimate the occupied area by different 298 

detected PUs in the studied zone, a wireless communications environment is proposed 299 

considering those SDR devices. 300 

4. New proposal and methodology 301 

In this section the main idea of this new research proposal, in addition with imple- 302 

mented methodology, is exposed. 303 

 304 

4.1. Proposal 305 

In the previous work, the raised original idea was to consider a computer integrat- 306 

ing different SDR devices detecting each PUs in a single band, to sense a wide frequency 307 

range as it is shown in Figure 4 a). This can be seen as an only entity containing different 308 

SUs. Now, in this work, it is proposed to replicate this entity, containing different con- 309 

nected SDR devices, to create a cooperative CR network sensing a wide frequency range 310 

in a broader geographical region. Each entity will be considered as an SU containing 311 

different technologies to sense a broad spectrum, as it is shown in Figure 4 b). Besides to 312 

sense the radio spectrum and to know the PUs behavior in a certain geographical region, 313 

this cooperative CR network has the task of avoiding the problem of hidden terminal. 314 

One of the main strengths of this new proposal (see Figure 4 b) over previous work is the 315 

cooperation of the different SUs to geographically locate the PUs through the REMs. 316 

Furthermore, this processing can be done in real time. 317 
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Figure 4. a) Previous work. b) New proposal.  319 

 320 

4.2. Methodology 321 

In general, the proposed methodology can be outlined in three big blocks (see Figure 322 

5):  323 

• The collection of information obtained by each SU. For this, each SU processes 324 

locally the sensed data to send to a central entity, the occupancy of the ob- 325 

served spectrum in its geographic location including frequency bands edges 326 

and estimated powers vectors. 327 

• The database, which stores the information obtained by each SU in a specific 328 

time. 329 

• The central entity, which oversees carrying out the processing to determine the 330 

geographic area occupied by the detected PUs in the radio spectrum. Each 331 

block is described in detail below. 332 
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Figure 5. General scheme of the methodology. 335 
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4.2.3. Central entity 372 

Main tasks of the central entity are (i) to indicate how many PUs appear in the 373 

spectrum to the SUs that are perceiving, (ii) to build a REM for each detected PU taking 374 

as parameters the location of each SU, the perceived power in each SU and the time in 375 

which the radio space was monitored and, (iii) finally to show the covered area by the 376 

PU. 377 

To implement these tasks, two different ways were developed. First one, through 378 

classical digital processing and the second one, using machine learning techniques (spe- 379 

cifically, NN). Both ways are detailed below. 380 

 381 

4.2.3.1. Central entity implementing classical digital signal processing 382 

Digital signal processing, which uses programmed algorithms to process and ana- 383 

lyze data, is a very mature and stable technology that has been used for decades in a wide 384 

variety of applications. It is relatively easy to implement and can be very fast and efficient 385 

in situations where the data set and tasks are specific. In this case, the central entity is 386 

implemented considering classical techniques for the reconstruction of the spectrum oc- 387 

cupation from the shared information (edge detector, binary decision, and power vec- 388 

tors) by each SU in the database. The central entity will process the information as shown 389 

in Figure 6 and described by Algorithm 1: 390 
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Figure 6. Implementation of the central entity using classical digital signal processing. 392 

 393 

Algorithm 1 394 

Step 1.1 The central entity collects the edge detector, binary decision, and power vec- 395 

tors of each PU at determined time instant t from the database. With this in- 396 

formation, the central entity reconstructs the occupancy signal 397 

( ) 
t

T iOccupation R k  and constructs simultaneously, an approximation of 398 

the power spectral density ( ) _
t

T iPSD rec R k  using only the average pow- 399 

ers (power vector) associated to each SU. The length of these frames is set to 400 

1024 samples. 401 

Step 1.2 Once the reconstruction of the occupation of each SU is performed, the mean 402 

value ( ) 
t

T iE Occupation R k 
 

 is computed. 403 
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Step 1.3 After computing the average value of the Occupation, it is possible to infer the 404 

presence of one or several PUs, giving two possible vectors. First, the vector 405 

_ 1 2, ,...C vector C CF F F=     containing the central frequencies values of detected 406 

PUs. The length of this vector will be the number of PUs detected by the al- 407 

gorithm. A second vector, containing the occupied bandwidths by each de- 408 

tected PU 
1 2

, ,...vector PU PUB B B =
 

, is also obtained. Through the number of 409 

singularities and their corresponding widths detected in 410 

( ) 
t

T iE Occupation R k 
 

, it is possible to estimate how many PUs are in the 411 

spectrum and their respective bandwidths (
1 2

, ,...vector PU PUB B B =
 

). The 412 

_C vectorF  is integrated by the central frequency values of estimated band- 413 

width for each detected PU. This will be shown later (e.g., see Figure 14). 414 

Step 1.4 Knowing now the central frequency and the corresponding bandwidth of 415 

each detected PU, it is possible to locate them in each reconstructed PSD 416 

( ) _
t

T iPSD rec R k . The mean of the interval 
N

PUB  centered on 
N

CF of the 417 

( ) _
t

T iPSD rec R k  is computed giving the scalar ,_ i Naux psd . In the strict 418 

sense, this scalar represents the average power in the carrier, sensed by each 419 

SU, where the NPU  is or should be. 420 

Step 1.5 With the scalar ,_ i Naux psd  of each SU located in a specific coordinate, the 421 

REM will be built using a double interpolation. First interpolation is done 422 

through the IDW method and for the second one, the Kriging method is ap- 423 

plied. Due to the fact that in our case only eight geographical points are 424 

considered (i.e., only eight SUs are implemented), this double interpolation 425 

is carried out with the purpose of having a better precision to describe the 426 

behavior of the radio electric space in the environment described later. In this 427 

case, each REM is constructed with values ,_ i Naux psd  that specifically 428 

correspond to the average power of the bandwidth 
N

PUB . 429 

Step 1.6 Finally, the active area of each PU will be determined according to the infor- 430 

mation collected by each secondary entity iSU . For this, a threshold of 80−  431 

dBm is used to classify the area estimated by the REMs that was chosen in 432 

[42] for a wireless environment. That is, regions in the REM that are above 433 

this threshold correspond to the active area of detected PUs. 434 

 435 

4.2.3.2. Central entity implementing neural networks 436 

In this section, the central entity is implemented considering ML techniques, specif- 437 

ically NNs. NNs have the ability to learn from data and improve their performance as 438 

more information is presented to them. This makes them particularly useful in applica- 439 

tions where the data are complex or difficult to understand and process using traditional 440 

methods. Furthermore, NNs can perform tasks that traditional methods cannot, such as 441 

recognizing patterns in unstructured data or processing input signals that change over 442 

time. In this case, some modules in the central entity are replaced by NNs as it is shown 443 

in Figure 7. Steps of its operation (Algorithm 2) are described below. 444 
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Figure 7. Central entity that determines the parameters for the construction of REM and 446 

area maps through NNs. 447 

 448 

Algorithm 2 449 

 450 

Step 2.1 The central entity collects the data from each of the SUs in the database at a 451 

specific time xT . In the module input estimator and processor, a processing is 452 

carried out in order to estimate the inputs driving a NNs ensemble. As men- 453 

tioned above, the three vectors coming from each SU for time xT  do not 454 

have the same length as the vectors for time 
1

x tT +  or 
2

x tT − . Even, the size of 455 

the vectors differs from one SU to another SU even though they are at the 456 

same time xT . Based on this fact, this module oversees building the input 457 

vectors ( ) _
t

T iPSD rec R k  and ( ) _
t

T iEdge rec R k  driving the NNs. For 458 

this, these vectors must have always the same length (in our case this length 459 

is set to 13 samples). This block is detailed below. 460 

Step 2.2 The vector ( ) _
t

T iPSD rec R k  is evaluated by 1NN , at the same time the 461 

vector ( ) _
t

T iEdge rec R k  is evaluated by 2NN  and by 3NN . This evalu- 462 

ation is performed sequentially, i.e., each vector of each SU will be evaluated 463 

by its corresponding NN one after the other until the result of the i-th con- 464 

nected SU be obtained. As a result of this step, 1NN  provides an approxi- 465 

mate number of detected PUs and their powers. 2NN  gives an approximate 466 

number of detected PUs and their central frequencies. Finally, 3NN  returns 467 

an approximate number of detected PUs and their bandwidths. At the end of 468 

this section, it is discussed what would happen if the number of PUs de- 469 

tected by each NN is not the same. 470 

Step 2.3 The information obtained from Step 2.2 is evaluated to determine the number 471 

of PUs in the spectrum and their corresponding power, bandwidth, and car- 472 

rier frequency. This evaluation is detailed below. 473 

Step 2.4 The information obtained from Step 2.3 will be shared with the REM estimator 474 

module. This block receives (i) the geographic coordinates of the SUs in the 475 

network, (ii) the data of the possible PUs in the spectrum (power, carrier, and 476 
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bandwidth) and (iii) an identifier that corresponds to time xT  in which the 477 

spectrum was monitored. 478 

 479 

The rest of the steps of this algorithm that includes NNs correspond to Steps 1.5 and 480 

1.6 of the methodology mentioned in the Algorithm 1 (Section 4.3.1). Next, the input es- 481 

timator and processor (Step 2.1) and the information collector (Step 2.3) modules are de- 482 

scribed in detail. 483 

 484 

Figure 8 shows the process to generate ( ) _
t

T iPSD rec R k , the input vector of 485 

1NN . For this, firstly the power, edge detector and binary decision vectors are used. 486 

These vectors are ranging in the intervals of [1-20], [1-20] and [2-21] samples respectively, 487 

according to the studies carried out in the preliminary work [41]. Through these vectors, 488 

as it was mentioned at the beginning of this section, is known (i) the frequency range that 489 

was sensed by each SU, (ii) the number of samples of the estimated power spectral den- 490 

sity and (iii) the number of windows in which the sensed spectrum was partitioned. For 491 

each detected window an occupation value is assigned, being 1 for a possible PU trans- 492 

mission or 0 for the noise. Accompanying each occupation value is an average power 493 

value (power vector element) being the power estimate in each detected window. In this 494 

way the occupation and power signal are reconstructed with these average values of each 495 

detected window, setting both vectors to a length of 1024 samples each.  496 

After that, the power and the occupation reconstructed vectors are multiplied col- 497 

umn by column, resulting in the _Power Occupation  vector of 1024 samples too. In this 498 

last vector, locations where noise is estimated will have a value of 0 and, where there is a 499 

possible transmission of one or several PUs, they will have a value corresponding to the 500 

average power of detected windows. A downsampling of the _Power Occupation  vector 501 

is done to keep only 10 samples of this. This downsampled vector is finally concatenated 502 

with the coordinates of the SUs (to which the analyzed vectors correspond) and the time 503 

xT  in which the signal ( ) ,
t

T i lOccupation R k  was sensed, integrating in this form the 504 

input vector for 1NN . It is important to mention that the time parameter is extremely 505 

important since the spectrum behaves differently over time. 506 
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Figure 8. ( ) _
t

T iPSD rec R k  vector construction.  508 

 509 
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Figure 9 shows the construction process of the vector ( ) _
t

T iEdge rec R k . Here, the 510 

occupancy vector and the frequency bands vector corresponding to the frequency inter- 511 

val that is perceived by the corresponding SU, are reconstructed. This vector is also mul- 512 

tiplied column by column with the occupation vector, resulting in the _Freq Occupation  513 

vector of 1024 samples of length. In this way, this latter vector contains zeros where it 514 

corresponds to noise and have non-zero values in the samples that correspond to one or 515 

several transmissions of the PUs. Again, a downsampling is also applied to reduce this 516 

vector to only 10 samples and it is concatenated with the coordinates of the SUs and the 517 

time xT  corresponding to the sensing period. This concatenation drives the input of the 518 

neural networks 2NN  and 3NN . 519 
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Figure 9. ( ) _
t

T iEdge rec R k  vector construction. 521 

 522 

The 1NN  output corresponds to the power of each PU detected by each SU. In this 523 

case, if the value of the power of the PU is less than -80 dBm, then it is interpreted that 524 

there is no transmission, and it corresponds to noise. The output of 2NN  results in the 525 

carrier on which a possible PU has been located. Finally, the 3NN  output delivers the 526 

transmission bandwidths corresponding to each detected PU in the analyzed spectrum. 527 

The resulting outputs from NNs, for each SU are shown in Figure 10. These outputs 528 

can be classed in three large blocks: powers, carrier’s frequencies, and transmission 529 

bandwidths of each detected PU by the corresponding SU. The information collector block 530 

is in charge of analyzing the output for each SU making up the network and sending it to 531 

the module permitting to estimate the REM. For example, in Figure 10 a) it is shown that 532 

the power of 1PU  is less than -80 dBm, in this case the information collector interprets that 533 

1PU  does not correspond to a transmission and by sharing the information delivered by 534 

1SU  with the estimator of REM, assumes that 1SU  observes ( 1)j −  PUs (where j rep- 535 

resents the number of possible PU transmissions). Figure 10 b) shows that the carrier 536 

frequency of 1PU  and jPU  are outside the space being monitored. So, the information 537 

collector shares with the REM estimator that 2SU  only observes ( 2)j −  PUs. In Figure 538 

10 c) it is shown that the B  of 1PU  is a very small value (this could correspond to im- 539 

pulse noise). Then, the information collector shares with the REM estimator module that 540 

the nSU  observes ( 1)j −  PUs. It is important to mention that any of these combinations 541 

shown in Figure 10, will change the number of observed PUs, i.e., if the power of a first 542 
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PU does not exceed the threshold of -80 dBm and the carrier of a second PU is not in a 543 

correct frequency range and the B  of a third PU tends to zero, then these 3 PUs will be 544 

considered as noise.  545 
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Figure 10. a). the 1SU  observes j  PUs, but 1PU  is discarded because it does not meet 547 

the threshold. b) 2SU  observes j  PUs, nevertheless 1PU  and jPU  are discarded 548 

because they are not in the correct frequency range. c) the nSU  observes j  PUs, the 549 

1PU  is discarded for not having a large enough bandwidth to be considered as a trans- 550 

mission. 551 

 552 

The proposed methodology has been implemented in a real wireless communication 553 

environment. This controlled environment is explained in next section. 554 

 555 

5. Real wireless communication environment  556 

Figure 11 shows the real controlled environment implemented in this research work. 557 

In this proposed scenario, we consider two PUs co-located in the center of the studied 558 

area and, at the same time eight SUs are sensing the behavior of these PUs in their in- 559 

fluence geographical zone. It is important to mention that SUs and PUs are not sharing 560 

information about geographic coordinates among them, and neither that information is 561 

used in spectrum sensing. PUs are located in the center looking that most SUs could re- 562 

ceive part of the PUs signal. SUs were set randomly in the area of study.  563 

Table 3 specifies involved parameters for both SUs and PUs. These SUs share the 564 

channel occupancy to the database and the central entity in order to determine: (i) how 565 

many PUs on average are observed in this environment, (ii) the B  and the CF  in which 566 

they are located the detected PUs, and (iii) finally the area that is occupied by these de- 567 

tected PUs.  568 

PUs and SUs are deployed in an area of 212 12m . In this area there exists struc- 569 

tures such as walls, doors, windows, columns, etc., as it is indicated in Figure 11. 570 

 571 

Table 3. Main parameters of PUs and SUs. 572 

Label Device 
Fc Tx 

[MHz] 

Fc Rx 

[MHz] 

Bandwidth 

[MHz] 

Location 

coordinate 

(X,Y) [m] 
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Label Device 
Fc Tx 

[MHz] 

Fc Rx 

[MHz] 

Bandwidth 

[MHz] 

Location 

coordinate 

(X,Y) [m] 

PU1 

Mini 

LimeSDR 
699.5 - 0.5 (0, 0) 

PU2 

HackRF 

ONE 
700.5 - 1 (0, 0) 

SU1 RTL-SDR - 700 2.4 (-1.5, 0) 

SU2 RTL-SDR - 700 2.4 (0, 1.5) 

SU3 RTL-SDR - 700 2.4 (1.5, 0) 

SU4 RTL-SDR - 700 2.4 (0, -1.5) 

SU5 RTL-SDR - 700 2.4 (-3, 2) 

SU6 RTL-SDR - 700 2.4 (3, 3.5) 

SU7 RTL-SDR - 700 2.4 (3, -2.5) 

SU8 RTL-SDR - 700 2.4 (-3, -2.5) 

 573 
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Figure 11. The real implemented scenario. 575 

 576 

5. Results  577 

In this section, the results of implementing the proposed methodology under a real 578 

environment of wireless communication are shown. They were divided in two 579 

sub-sections, the first one corresponds to the central entity based on digital signal pro- 580 

cessing and the second is for the central entity based on NNs. 581 

 582 

5.1. Results with a central entity based on digital signal processing 583 

This section shows the results obtained by the implemented scenario presented in 584 

Figure 11. Figure 12 shows the reconstruction of the occupation of each SU by the central 585 

entity. In this case, we can highlight the next important points: 586 

 587 
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• There are SUs who fail to perceive both SUs.  588 

• The central frequency CF  of each PU is perceived at a different frequency by 589 

each SU. 590 

• The bandwidth size B  for each PU varies for each SU. 591 

• SUs that are farthest from the PUs, fail to detect both PUs. 592 

 593 

Figure 12. Spectrum occupancy for each SU. 594 

 595 

Figure 13 shows the result of constructing an approximation of the PSD for each SU 596 

considering only mean values of power for each section of the spectrum. These approx- 597 

imations will be used for the estimation of the REM. 598 

 599 

Figure 13. Approximated PSD for each SU. 600 

 601 

Figure 14 shows the result of applying the module that estimates the average occu- 602 

pancy of each SU. Also, in that figure appears, the result of the estimation of the CF  and 603 

B  of each PU. In this case, the first value obtained was 1 699.48CF =  MHz with band- 604 

width of 1 0.4B =  MHz. Also, it was obtained 2 700.49CF = MHz with bandwidth of 605 

2 0.825B =  MHz. Given that the exact value for 1 699.5CF =  MHz, 1 0.5B =  MHz, 606 
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2 700.5CF =  MHz and 2 1B =  MHz. The values obtained show a good estimation of the 607 

occupation via the MBSS method in conjunction with the central entity for a specific ge- 608 

ographical zone covered by the PUs.  609 

B1 B2

 610 

Figure 14. Average of occupancy obtained by the central entity. 611 

 612 

Figures 15 a) and 16 a) show the REM of 1PU  and 2PU  respectively. This map is 613 

created based on the information collected by the SUs in their different locations. Figures 614 

15 b) and 16 b) show the respective areas occupied by 1PU  and 2PU . Values of the 615 

occupied area for each PU are 
1

260.76mPUarea =  and 
2

256.39mPUarea = . This result is 616 

obtained by placing a threshold 80dBmL = − in the obtained REM. In this way, the area 617 

having a power greater than this threshold is considered as an occupied space by the PU. 618 

Figure 15 b) shows that 6SU  and 8SU  do not observe the transmission of 1PU  619 

(i.e., both 6SU  and 8SU  do not appear in this area of influence). This effect occurs due 620 

to the structural distribution in which the implementation of the real scenario was made. 621 

Nevertheless, an expected collaboration between SUs could improve this result. 622 

b)a)

1SU

6SU

5SU

4SU 2SU

3SU

8SU 7SU

1,2PU

1SU

6SU

5SU

4SU 2SU

3SU

8SU 7SU

1,2PU

 623 

Figure 15. Primary transmission in the 699.48 MHz band with a B  of 0.4 MHz. a) REM, 624 

b) Occupied area. 625 

 626 
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 627 

Figure 16. Primary transmission in the 700.49 MHz band with a B  of 0.825 MHz. a) 628 

REM, b) Occupied area. 629 

 630 

5.2. Results with a central entity based on NNs 631 

This section presents in detail the results of using a central entity that considers 632 

NNs. First, the details of the training of the NNs will be presented and then the results 633 

obtained from applying ML algorithms to this stage will be shown. 634 

 635 

5.2.1. Training 636 

For the training stage of 1NN , 2NN  and 3NN , the backpropagation algorithm, 637 

the Levenberg-Marquardt activation function, 1000 epochs, the mean square error as loss 638 

function and, a low learning rate, were used. Besides, 9,000 vectors of inputs and their 639 

corresponding outputs were used. It is common to ask, which is the best NN? How many 640 

layers should it be used? Or how many neurons? To answer these questions, 12 NNs 641 

were studied to carry out the work of 1NN , 12 NNs to carry out the work of 2NN , and 642 

12 NNs that carried out the work of 3NN . For this, each NN is considered with the 643 

number of layers 1,2,3,4la =  and with the number of neurons 16,32,64ne = . There 644 

will be for each NN the 12 possible combinations between neurons and layers. This pro- 645 

cedure was done to know which is the most convenient NN configuration for this work.  646 

 647 

Due to these configurations, the results obtained for both the entity that uses digital 648 

signal processing and the one that uses the three NNs are presented. As the first param- 649 

eter, the training time used by each NN will be mentioned. Table 4 shows the time spent 650 

by each NN for the training stage. Besides, in Figure 17, it can be seen that the more 651 

neurons and/or layers an NN has, the training time will be longer. All the processing was 652 

done with the same computer (MacBook Pro with 8 GB RAM and a 1st generation M1 653 

processor), the training time for each NN in its different versions tends to have a very 654 

similar behavior. 655 

 656 

 657 

 658 

 659 

 660 

 661 

 662 

 663 
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Table 4. Training time of a) 1NN ; b) 2NN ; c) 3NN . 664 

Training time NN1 [min]  Training time NN2 [min]  Training time NN3 [min] 

 a) 
Neurons  

 b) 
Neurons  

 c) 
Neurons 

16 32 64  16 32 64  16 32 64 

L
ay

er
s 

1 2 10 60  

L
ay

er
s 

1 2 6 16  

L
a

y
er

s 

1 2 5 16 

2 10 25 180  2 8 33 290  2 5 19 280 

3 120 192 1500  3 15 80 850  3 11 75 875 

4 162 600 3984  4 20 129 7610  4 21 145 3628 

 665 

 666 
Figure 17. Training time for the different versions of the 3NN . 667 

 668 

The statistical results for both proposals are mentioned below. 669 

 670 

5.2.1. Statistics 671 

In this section, the statistical results of the three NN used in this proposal are ana- 672 

lyzed. To obtain these results, 27,000 entries were considered for each NN. Figure 18 a) 673 

shows the results of 1NN , which oversees granting the power value of the detected PUs. 674 

This figure shows the difference in power between the real values and those obtained 675 

with the 1NN  in its different versions. The difference between the expected real value 676 

and the one obtained by the 1NN  on average is -0.01 dBm, this for each version of 1NN , 677 

which highlights the accuracy of the predicted power with the NN-based approach. In 678 

Figure 18 b) only the average value is shown, indicating that the margin of error between 679 

the expected value and that given by the different NNs is very close, practically the same. 680 
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a) b)

 681 
Figure 18. Difference between real values and those obtained by 1NN  a) mean and 682 

standard deviation (STD), b) mean. 683 

 684 

Figure 19 shows the result of 2NN , which is the network that gives the carrier value 685 

of each PU detected. Due to the proposed environment, the 2NN  detected two PUs. The 686 

precision to detect the carrier of each of them is shown in that image, where 1CF  is on 687 

average 699.4 MHz, regardless of the configuration of 2NN  (see Figure 19 a)). Figure 19 688 

b) shows the precision of 2NN  for detecting the 2PU  carrier. Here it is observed that 689 

on average the carrier is 700.494 MHz and even though the network with 2 layers and 64 690 

neurons per layer slightly deviates from the ideal value (700.5 MHz) compared to the 691 

other NN configurations, it continues to provide a reasonably accurate result. In both 692 

images, the value of applying digital signal processing can be seen in blue, which is quite 693 

close to the ideal value, 699.4934 MHz and 700.4935 MHz for 1PU  and 2PU  respec- 694 

tively, thus resulting in a comparable level of accuracy as the NN-based approach. 695 

a) b)

 696 

Figure 19. Mean and STD of the precision to detect a) the 1PU  Carrier of the different 697 

2NN  variants. b) the 2PU  carrier of the different networks.  698 

 699 
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Figure 20 shows the results of 3NN , which is the network in charge of giving the B  700 

that each detected PU in the spectrum frames. In this figure, the average B  for 1PU  is 701 

0.48 MHz, regardless of the network configuration (see Figure 20 a)). Besides, Figure 20 b) 702 

shows that notwithstanding the NN structure, the value of the B  for 2PU  is practically 703 

1 MHz, which perfectly coincides with the ideal value (see Table 3). This image also 704 

shows by a blue dot the result of using digital signal processing. Giving a result of 705 

1 0.425B =  MHz and 2 0.824B =  MHz. For 1B  the level of error/precision of DSP and 706 

NN is quite similar (only that DSP overestimates while NN underestimates) while for 707 

2B  it seems that NN is much more precise, so it could be indicated that the method 708 

based on NN tends to improve DSP or, in the worst case, provides a comparable absolute 709 

error. 710 

a) b)

 711 

Figure 20. Mean and STD of the precision to detect a) the 1B  of the different 3NN  var- 712 

iants. b) the 2B  of the different networks.  713 

 714 

In this case, to measure the precision of this methodology, the F1-score ( 1F ) [49] will 715 

be used, which is a commonly used evaluation metric in the ML field to assess the accu- 716 

racy of a binary classification model. This metric combines the accuracy and recall of the 717 

model into a single measure. 718 

 719 

Precision refers to the ratio of true positives (TP) to the sum of true positives and 720 

false positives (FP), while recall, on the other hand, refers to the ratio of true positives to 721 

the sum of true positives and false negatives (FN). The value of 1F  is the harmonic mean 722 

of precision and completeness, which means that it gives more weight to low values. The 723 

1F  formula is as follows: 724 

( )
( )

*
1 2

precision recall
F

precision recall
=

+
 (14) 725 

A value of 1F  equal to 1 indicates that the accuracy and completeness are perfect, 726 

while an 1F  of 0 indicates that the model is unable to correctly classify any of the sam- 727 

ples. The 1F  is a valuable metric for comparing different binary classification models 728 

and selecting the best model for a given classification task. To determine this parameter 729 

(i.e., 1F ), the next four possible cases are considered (see Figure 21):  730 
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1. A window that corresponds to a PU transmission and that SU classifies as a 731 

PU transmission is a true positive (TP) value. 732 

2. A frequency window that corresponds to a transmission of the PU and that SU 733 

classifies as noise is a false negative (FN) value. 734 

3. A window that corresponds to noise and that SU classifies as a PU transmis- 735 

sion is a false positive (FP) value. 736 

4. A frequency window that corresponds to noise and that SU classifies as noise 737 

is a true negative (TN) value.  738 

TP FP

FN TN

PU Noise

PU

Noise

Ideal value of the frequency window

Output of 

1

2

3

4
1NN

 739 

Figure 21. Evaluation outputs of detected windows. 740 

 741 

Figure 22 shows the 1F  of the 1NN , which indicates whether the PUs were cor- 742 

rectly located. In this image, all the NNs have a nearly perfect performance around 0.98. 743 

 744 

Figure 22. F1 score for NN1. 745 

 746 

In the case of B , the 1F  was estimated from the following cases (see Figure 23). 747 

• The resulting 3NN  B  that matches the ideal bandwidth that corresponds to 748 

a transmission will be a true positive (TP) case. 749 

• The resulting 3NN  B  that corresponds to an ideal bandwidth close to zero 750 

will be a true negative (TN) case.  751 
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• The resulting 3NN  B  that is much greater than an ideal bandwidth that is 752 

close to zero will be a false positive (FP) case. 753 

• The resulting 3NN  B  that is a value close to zero but should correspond to 754 

an ideal transmission B  will be a false negative (FN) case. 755 

 756 

Figure 23 shows a B  value, which is the difference between real and estimated 757 

bandwidth, when there is a PU. When this parameter tends to grow, it provides flexibility 758 

so that the resulting 3NN  B  matches an ideal B  that corresponds to one transmission. 759 

However, when the value of B  is very small, the system becomes more inaccurate 760 

since it only detects as TP those values that are close to the ideal value. 761 

 762 

△B △B
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NN
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negative
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 763 

Figure 23. B  assessment results. 764 

 765 

Figure 24 shows the 1F  of 3NN . In this image, the NN with four layers and the 766 

NN with 2 layers have an undesirable performance. The reason for this poor performance 767 

can be explained observing Figure 20, in which the result of 1B  is very close to the 768 

minimum value ( _ideal value B− ). Nevertheless, this undesirable performance is ob- 769 

served only when a low number of neurons per layer (i.e., 16) is employed. By properly 770 

configuring the number of neurons per layer to a sufficiently high value (e.g., 32 or 771 

greater), an accurate performance with 1F values around 0.95-0.96 is obtained also with 2 772 

and 4 layers in the NN. From this Figure can also be concluded that in the NNs with 2 773 

and 4 layers there is an overfitting. This is due the model for the 2-layer NN and 4-layer 774 

NN, both with 16 neurons per layer, fit too well to the training data and as a result does 775 

not generalize well to the new data. Despite this, they have an 1F  of 0.9 and 0.79 re- 776 

spectively. 777 

 778 

 779 
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 780 

Figure 24. 1F  of 3NN . 781 

 782 

Figure 25 shows the ratio of 1F  score between training time for 1NN  and 3NN  783 

(Figure 25 a) and b), respectively). The value obtained from this relationship indicates 784 

which NN provides the best trade-off based on the F1 accuracy result obtained and the 785 

time invested in training the network in order to attain such level of accuracy. As it can be 786 

noticed, using a NN with a single layer provides the best F1 performance for training 787 

time required to obtain it. Further increasing the number of layers will increase the F1 788 

score performance but will proportionately require a much longer training time, thus 789 

leading to a worse trade-off or relation between benefit (represented by the F1 perfor- 790 

mance) and cost (represented by the required training time). 791 

a) b)

 792 

Figure 25. 1F  and training time ratio of a) 1NN  and b) 3NN . 793 

 794 

Finally, Figure 26 shows the behavior of the proposed methodology along time, in 795 

which the sensed spectrum is analyzed in a specific geographic area, where SUs collab- 796 

orate in order to obtain the REM of the different detected PUs. As it can be appreciated, 797 

the proposed methodology can characterize the dynamic temporal evolution of the REM 798 

in the geographical area of interest, thus providing a valuable tool for the study of CRNs. 799 
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Figure 26. Result of the central entity. 802 

 803 

6. Conclusions 804 

 805 

In this work, a real wireless communication scenario is implemented to detect oc- 806 

cupancy of multiple PUs through several SUs via a central entity, permitting the deter- 807 

mination of the area that is being used by the PUs based on REMs estimations. Besides 808 

REMs constructions, features (power, bandwidth, central frequency) of possible detected 809 

PUs from the multiband spectrum frames are estimated by the considered SUs. 810 

 811 

For this task, it is proposed to use neural networks in order to substitute the classical 812 

digital signal processing used in preliminary work. With this, it is expected that the per- 813 

formance and processing time will be faster. Clearly, the training stage of the NNs as it 814 

was shown in the results section, is a factor to be considered. In the specific case of this 815 

work, better precision is preferred to locate the PU and less processing time for the cen- 816 

tral entity when using the NNs. However, it must be considered that NNs training time is 817 

not negligible and can even be high depending on the layers and neurons that each NN 818 

contains. The difference between the real values and that of the NNs is very close and it 819 

could even be said that they are practically the same and even in some cases, the NN 820 

shows better results than the digital signal processing, as it is the case when detecting the 821 

carrier of the PUs.  822 

 823 

Finally, neural networks are a very powerful and useful tool in many applications, 824 

but they are not always the best option. In some cases, classical digital signal processing 825 

may be sufficient, while in others, neural networks can provide a significant improve- 826 

ment in performance and accuracy. In future work, it is possible to determine the optimal 827 

number of SUs to obtain the area that is occupied by the PU. Based on this, excessive 828 

processing of the central entity is avoided. 829 
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Cognitive radio  CR 

Primary user PU 

Secondary user SU 

Spectrum sensing  SS 

Multiband spectrum sensing  MBSS 

Machine learning  ML 

Software defined radio  SDR 

Universal software radio peripheral USRP 

Radio environment map  REM 

Cognitive radio network CRN 

Inverse Distance Weighting  IDW 

Neural networks  NN 

Multilayer perceptron  MLP 

Multiresolution analysis MRA 

Rectified linear unit) ReLU 

Sample Entropy  SampEn 

Power Spectrum Density  PSD 

Step 1.1 S 1.1 

Step 1.2 S 1.2 

Step 1.3 S 1.3 

Step 1.5 S 1.5 

Step 1.6 S 1.6 

Step 2.1 S 2.1 

Step 2.2 S 2.2 

Step 2.3 S 2.3 

Step 2.5 S 2.5 

Step 2.6 S 2.6 

Bandwidth  B 

Carrier frequency Fc 

Standard deviation STD 

F1 score F1 

True positive TP 

False positive FP 

False negative FN 

True negative TN 
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